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ABSTRACT
Automated playlist generation is a special form of music recommendation and a common feature of digital music playing applications. A particular challenge of the task is that the recommended items should not only match the general listener’s preference but should also be coherent with the most recently played tracks. In this work, we propose a novel algorithmic approach and optimization scheme to generate playlist continuations that address these requirements. In our approach, we first use collections of shared music playlists, music metadata, and user preferences to select suitable tracks with high accuracy. Next, we apply a generic re-ranking optimization scheme to generate playlist continuations that match the characteristics of the last played tracks. An empirical evaluation on three collections of shared playlists shows that the combination of different input signals helps to achieve high accuracy during track selection and that the re-ranking technique can both help to balance different quality optimization goals and to further increase accuracy.
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1. INTRODUCTION
The automated creation of music playlists – a special form of music recommendation – is a typical feature of modern digital music playing applications, and playlist generators are nowadays used both by online music platforms and by “offline” music applications that, e.g., run on smartphones. Over the last fifteen years, a variety of playlist generation approaches has been proposed in the literature [4, 12]. These next-track recommendation approaches differ from each other, e.g., with respect to the kinds of inputs they expect, which forms of additional data about the tracks they can process, or which quality criterion they seek to optimize.

A distinctive feature of music playlist generation is that the recommended items are immediately “consumed”, usually in the specific order determined by the playlister. The problem is therefore not only to determine tracks that appeal to the general taste of the listener, but to generate playlists that obey additional constraints, e.g., with respect to the homogeneity of artist, genre, or tempo or the smoothness of track transitions [2, 13, 19, 21]. Furthermore, there are applications in which the generation of virtually endless playlists is required (radios). In such cases, the recommendations should not only be coherent in themselves but also match the most recently listened tracks.

In this work, we focus on such immediate next-track recommendations given a history of recent tracks. We apply a two-phase approach. In the first phase we determine a set of tracks that generally seem suitable to be combined with the most recent listening history. We base the selection and ranking of the tracks on a multi-faceted scoring method which combines track co-occurrence patterns in publicly shared playlists, music and meta-data features as well as personal user preferences. Similar to the approaches of [3, 4, 8, 14, 15], we aim to optimize the track selection accuracy in this phase. As a basis for the optimization, we use pools of music playlists that were manually created and shared by music enthusiasts. We use the track hit rate to assess to which extent the algorithms are capable of selecting tracks that were also chosen by the users.

In the second phase, we optimize the set of the immediate next tracks to be played. Optimizing for accuracy alone can be insufficient as the inclusion of a few wrong tracks can be easily detrimental to the perceived service quality as a whole [6]. The main idea is therefore to re-rank the tracks selected in the previous phase in a way that the resulting playlist continuation matches the characteristics of the recent history. Specifically, we use a generic optimization procedure that minimizes the difference between the history and the continuation in terms of one or more desired quality dimensions. Thereby, we avoid the definition of global quality levels to be achieved as these levels can depend on the “goals” of the playlist. Including, e.g., mostly popular tracks can be favorable for a party playlist. If the goal, in contrast, is track discovery, genre homogeneity and the inclusion of less popular tracks could be advisable.

To evaluate the optimization procedure, we compare the accuracy-optimized playlists from the first phase with the continuations obtained after the second phase in different dimensions. Specifically, we first evaluate to which extent the re-ranked continuations lists are more similar and thus coherent with the history. In addition, we determine the impact of the re-ranking process on track selection accuracy.
2. FACETED TRACK SCORING

In this section, we present the details of our multi-faceted weighted scoring approach. The goal is to determine a relevance score for each possible next track given a playlist history \( h \) (sequence of tracks) using different input signals.

2.1 Baseline Scoring Approach

In [4], a number of playlisting algorithms based on patterns in publicly shared playlists were benchmarked. The results showed that a k-Nearest-Neighbor-based (kNN) approach worked best in terms of accuracy across all datasets in particular for the shorter list lengths that are relevant in our context. As we are interested in high-quality next-track recommendations, we will use kNN as a baseline. Given a history \( h \) and a set \( N_h \) of nearest neighbor playlists of \( h \), we compute the kNN score of a target track \( t^* \) with \( \text{sim}_{\cosine}(h,n) \) as the binary cosine similarity of track occurrences in \( h \) and \( n \). \( 1_n(t^*) = 1 \) if \( n \) contains \( t^* \) and 0 otherwise.

\[
\text{score}_{kNN}(h, t^*) = \sum_{n \in N_h} \text{sim}_{\cosine}(h,n) \cdot 1_n(t^*) \tag{1}
\]

kNN was also used as a baseline in [8]. Small hit rate increases were achieved at long list lengths by combining it with tag-based track information. The work also showed that the kNN method performs better than recent methods like BPR [17] for the given task. In [8] however, a very small value for \( k = 10 \) was used. Since our experiments show that larger values for \( k \) (\( k = 300 \)) lead to significantly higher hit rates and to the best results, we will not use the tag-enhanced method of [8] as a baseline.

2.2 Computing Additional Suitability Scores

Playlist creators can have certain “themes”, goals or quality criteria in mind when they design a playlist. The idea of our faceted scoring method is to combine the kNN approach with additional suitability scores. If we, for example, detect that the homogeneity of the tempo of the tracks is most probably a guiding quality criterion, we should give an extra relevance weight to tracks that are similar in tempo to those in the history; if we observe that several tracks in the history were annotated by users with certain tags, we should increase the relevance score of tracks with similar tags.

Generally, the combination of different scores shall serve two purposes: (1) increasing the hit rate as more relevant tracks receive a higher aggregated score and (2) making the playlist continuation more homogeneous, which is often a desirable goal in the Music Information Retrieval literature.

In our experiments, we tested the following scores as examples to validate our approach. The selection was based on the availability of track metadata in public sources.

2.2.1 Measuring “Content-based” Similarity

There are several ways of determining the similarity of music tracks, e.g., by modeling the distribution of track features [2]. In our work, we retrieved the social tags\(^3\) that were assigned to tracks by users on Last.fm as they are valuable indicators of what a certain playlist is about [8]. We removed irrelevant tags like “my favorite” or “like it”, retained the 1,000 most frequent tags and computed TF-IDF (Term Frequency/Inverse Document Frequency) vectors for each track\(^4\). Given a history \( h \) consisting of tracks \( t_1, \ldots, t_n \) with the TF-IDF vectors \( t_1^v \) to \( t_n^v \), we compute the score of a target track \( t^* \) using its TF-IDF vector \( t^{v*} \) as follows.

\[
\text{score}_{content}(h, t^*) = \text{sim}_{\cosine} \left( \frac{\sum_{i=1}^{n} c_h t_i^v}{|h|}, t^{v*} \right) \tag{2}
\]

2.2.2 Matching Numerical Features

Numerical track features can be music-related like the tempo or loudness or describe other aspects like the release year or track’s general popularity. Such features can be relevant factors which determine the selection of tracks, e.g., for playlists like “Hits of the 90s”, or “Best of” mixes.

The assumption of our scoring scheme for numerical values is that if a feature was actually relevant for the selection of tracks, the spread and variance of the values will be low. Given a history \( h \) and a feature value \( f_h \) for a track \( t \) in the history, we therefore first compute the mean \( \mu \) and standard deviation \( \sigma \) of the observed values. If there are too few values available – some might be unknown – or the standard deviation exceeds some threshold \( \delta \), the score is 0.

Otherwise, given the feature value \( f_t^* \) for a target track \( t^* \) we use the value of the probability density function of a Gaussian distribution as a score, where \( \mu \) and \( \sigma \) are computed based on the value distributions in the history:

\[
\text{score}_{numfeature}(h, t^*) = \frac{1}{\sigma \sqrt{2\pi}} e^{-\frac{(f_t^* - \mu)^2}{2\sigma^2}} \tag{3}
\]

If the standard deviation is 0, e.g., because all tracks were released in the same year, we return a specific maximum score. In case the feature value \( f^* \) is too far away from the mean (e.g., more than 2 standard deviations), the score is again set to 0. The choice of the maximum score (after normalization) and the tolerance regarding the deviation from the mean can be made depending on the data.

2.2.3 Considering Personal Preferences

Personal preferences, e.g., regarding favorite artists, can influence what people add to their playlists. In our experiments we therefore also include an example of a personalized scoring scheme. We base the method on content features as only a limited number of playlists is available per user.

To build a “long-term” content-based profile for user \( u \) with the recent listening history \( h \), we first compute an averaged TF-IDF vector \( CP_h \) from all playlists created by \( u \). For a track \( t^* \) with a corresponding TF-IDF vector \( t^{v*} \), the personalized score \( \text{score}_{contentpers}(h, t^*) \) is then based on a weighted combination of the similarity of \( t^* \) with the current history \( \text{score}_{content}(h, t^*) \) and the similarity of \( t^{v*} \) with the long-term profile \( CP_h \), i.e.

\[
\text{score}_{contentpers}(h, t^*) = \alpha \cdot \text{score}_{content}(h, t^*) + (1 - \alpha) \cdot \text{sim}_{\cosine}(CP_h, t^{v*}) \tag{4}
\]

Other combination types are again possible, e.g., using a decay factor for older playlists, in case the playlist creation dates are available.

\(^1\)Understanding the true theme of a playlist is in general challenging as it might be based on data like track lyrics or instrumentation aspects, which are not publicly available for most tracks.

\(^2\)Additional experiments using Probabilistic Latent Semantic Analysis (pLSA) for topic detection did not lead to better results.

\(^3\)With “content”, we refer to social tags and not to the audio signal, as is sometimes done in the field of Music Information Retrieval.
2.3 Combining the Scores

Depending on the available data, various combinations of scores of different types can be used. In our experiments, we tested different configurations using a weighted scoring scheme. Given a set of scoring functions \( S \), the score is

\[
\text{score}_{\text{overall}}(h, t^*) = \sum_{c \in S} \text{score}_c(h, t^*) \cdot w_i
\]

where \( w_i \) is a configurable weight term for each \( \text{score}_c \in S \).

The selection of the scores as well as their corresponding weights depend on the goals that should be achieved. In this work, we systematically tested different values for the weight of each score and selected the best ones (listed in Table 2) with respect to accuracy.

2.4 Treatment of Single-Artist Histories

In particular on Last.fm, we can find playlists that contain tracks of only one single artist. If a history \( h \) has only one artist \( A \), we apply an additional heuristic and compute a special artist score (AS) for tracks by \( A \). In the experiments, we used a baseline AS value that is generally higher than the combined scores as computed in Equation 5. This ensures that the playlist continuation starts with the “right” artist. The tracks of artist \( A \) are then sorted according to their popularity, and we use a position-based decay function that assigns a lower AS value to less popular tracks of the artist and apply a minimum popularity threshold. The tracks of the other artists receive the usual combined score (Eq. 5).

3. NEXT-TRACK OPTIMIZATION

So far, we have designed a number of ways to score tracks with respect to a history of recent tracks. Given a specific dataset, our first goal is to find suitable weight factors and other parameters to optimize the prediction accuracy of the model, in our case in terms of the hit rate. Once this is done, our assumption is that the top-scoring tracks are generally well-suited for the given history.

The goal of the subsequent fine-tuning phase is to optimize the selection of the immediate next tracks. For that purpose, we will take a limited number of tracks from the top-scoring tracks and systematically re-rank them in order to better match one or more characteristics of the history. Since we limit the re-ranking to a smaller set at the top of the list, we (a) limit the computational complexity of the optimization process\(^4\) and (b) can ensure that the potential accuracy losses are not too high.

3.1 Example and Design Rationale

Consider, as an example, that our optimization goal is to find a 10-track playlist continuation that maintains the tempo level of the recent history. In that situation, we pick, e.g., the top 30 tracks of the previously scored list and then systematically identify those 10 tracks among them which are most suitable in terms of the tempo. Note that the optimization goal here is not to find 10 tracks that all have the same tempo, but a set of tracks whose tempo distribution is as similar as possible to the current playlist. As another example, consider the diversity (of genres, artists, release years). Clearly, there is no global and context-independent optimum how diverse a playlist should be in general. In our approach, we therefore aim to find a set of tracks that mimics the features of the current playlist as good as possible and our optimization goal is always to minimize the difference between the characteristics of a feature in the playlist and the recommended immediate next tracks.

In some sense, this approach helps to identify a possibly underlying theme and corresponding track-selection rationale of the history and recreate it with the recommendations. If the tempo, for example, is consistently very slow in the history we can consider this as a possible design criterion and a similar continuation. If there is a strong variation in the tempo, this can be a possible design criterion as well and could be captured by our approach. Finally, our method can be applied in situations in which more than one factor might be relevant.

3.2 Quantifying Track List Characteristics

Technically, in order to optimize the next-track list to match the characteristics of a given history, we first have to define a way to measure the characteristics and their differences. We therefore introduce a function \( F_c(l) \) that quantifies the characteristic \( c \) for a list of tracks \( l \). In this work, we distinguish three types of list characteristics.

**Mean and Standard Deviation.** For numerical characteristics such as the release year, the loudness or the tempo of tracks, a simple way of assessing their “distribution” over a track history is to use the mean and the standard deviation. \( F_c(l) \) is therefore defined by a set of two values

\[
F_c(l) = \{\mu_c(l), \sigma_c(l)\}
\]

which can be combined in different ways to obtain a single numerical score.

**Aggregate Measures.** Some playlist characteristics can be assessed based on more complex aggregate measures. One example is to determine the diversity of a list based on the average of the pairwise similarities. In our experiments, we use the “Intra-List-Similarity” measure \([22]\), i.e.,

\[
F_c(l) = \sum_{i \in l} \sum_{j \in l} \frac{\text{sim}_c(i, j)}{|l|^2}
\]

To compute the value of \( \text{sim}_c(i, j) \) in our experiments, we use the cosine similarity between the TF-IDF vector representations of the social tags for each track.

**Mixture Models.** Another possible approach is to fit Gaussian Mixture Models (GMM) to the distribution of the values in the playlist history and use the Akaike Information Criterion (AIC) to assess the difference between the history and the playlist continuation\(^6\).

3.3 Optimization Procedure

**Optimization Goal.** The generic optimization goal of the subsequently described procedure is to minimize the value of a function \( d(F_c(h), F_c(r_n)) \) which captures the difference between the characteristics of a given playlist history \( h \) and the top-\( n \) next-track recommendations \( r_n \).

How the difference between the history \( h \) and \( r_n \) is actually computed, depends on the way the list characteristics are captured. In our experiments we use the absolute difference for the aggregate ILS measure, i.e., \( |F_c(h) - F_c(r_n)| \) and the pairwise absolute difference for mean and standard deviation characteristics, i.e., \( |\mu_c(h) - \mu_c(r_n)| + |\sigma_c(h) - \sigma_c(r_n)| \).

\(^4\)Optimization-based playlisting approaches such as [16] can be computationally demanding due to the large number of available tracks.

\(^6\)We ran experiments using GMMs, but do not report the results here as these more complex models for our datasets did not lead to better results with respect to the measures reported in the paper.
The optimization procedure shown in Algorithm 1 takes these lists — together with the history $h$ — as an input and systematically exchanges elements from $r_n$ with elements from $x_m$. In each iteration of the main loop, the best possible swap is determined. This is the one that leads to the largest reduction of $\Delta_e$. At the end, an exchange is only applied if it leads to a reduction of the difference between the characteristics of the history $h$ and the updated top-n list. The algorithm stops when either no (measurable) improvement can be observed, all possible swaps are explored, or a maximum number of exchange steps were applied. The exact procedure is given in Algorithm 1.

**Dealing with multiple goals.** The general algorithm scheme can be used to optimize more than one goal at once, considering, e.g., both the tempo and the loudness in parallel. Instead of determining only one difference $e_c$, we would determine multiple difference values $e_{c_1}, \ldots, e_{c_k}$ and only perform a swap when the aggregated difference, e.g., the sum over all differences $e_{c_1}, \ldots, e_{c_k}$ (normalized to the same level), will be reduced. Weighted combinations of the individual error measures are possible as well.

**4. EXPERIMENTAL EVALUATION**

In the first part of the section, we analyze the effects of our faceted scoring method in terms of (a) accuracy, (b) homogeneity of the resulting lists, and (c) measure if the scoring methods help to generate list continuations that are coherent with the playlist histories. In the second part, we report the results of the re-ranking optimization procedure presented in the previous section. We use a significance level of $p = 0.05$ for all statistical tests throughout the section.

We used playlist collections from three different sources. One set of playlists was retrieved from Last.fm via their public API, one consists of playlists by music enthusiasts on the Art-of-the-Mix (AotM) platform published by [15], and one was shared with us by the 8tracks music platform\(^8\).

Table 1 shows basic statistics and the following additional other scores (Eq. 5)

<table>
<thead>
<tr>
<th>Alg.</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>PopRank</td>
<td>Ranks tracks according to their popularity, i.e., their occurrence in the training playlists</td>
</tr>
<tr>
<td>CAGH, SAGH</td>
<td>Recommend the greatest hits of the artists in the playlist (SAGH) or the similar (collocated) artists (CAGH) [3]</td>
</tr>
<tr>
<td>kNN300</td>
<td>k-Nearest-Neighbors with $k=300$</td>
</tr>
<tr>
<td>Content</td>
<td>Similarity-based ranking (Eq. 2)</td>
</tr>
<tr>
<td>Content-Pers</td>
<td>Sim.-based ranking with personalization. Last.fm, AotM: $\alpha=0.6$, 8tracks: $\alpha=0.8$ (Eq. 4)</td>
</tr>
</tbody>
</table>

Table 2: Set of evaluated algorithms.

Table 1: Statistics of the used datasets.

<table>
<thead>
<tr>
<th></th>
<th>Last.fm</th>
<th>AotM</th>
<th>8tracks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Playlists</td>
<td>2,978</td>
<td>1,040</td>
<td>6,714</td>
</tr>
<tr>
<td>Users</td>
<td>451</td>
<td>142</td>
<td>996</td>
</tr>
<tr>
<td>Avg. Playlists/User</td>
<td>6.60</td>
<td>7.32</td>
<td>6.74</td>
</tr>
<tr>
<td>Tracks</td>
<td>18,083</td>
<td>11,413</td>
<td>39,875</td>
</tr>
<tr>
<td>Avg. Tracks/Playlist</td>
<td>11.68</td>
<td>16.98</td>
<td>12.97</td>
</tr>
<tr>
<td>Avg. Track Usage</td>
<td>1.93</td>
<td>1.55</td>
<td>2.18</td>
</tr>
<tr>
<td>Artists</td>
<td>3,272</td>
<td>2,770</td>
<td>9,122</td>
</tr>
<tr>
<td>Avg. Artists/Playlist</td>
<td>4.55</td>
<td>12.76</td>
<td>12.06</td>
</tr>
<tr>
<td>Avg. Artist Usage</td>
<td>10.65</td>
<td>6.38</td>
<td>9.54</td>
</tr>
<tr>
<td>Avg. Genres/Playlist</td>
<td>16.83</td>
<td>39.18</td>
<td>38.06</td>
</tr>
<tr>
<td>Avg. Tags/Playlist</td>
<td>94.88</td>
<td>140.62</td>
<td>123.07</td>
</tr>
</tbody>
</table>

Table 2: Set of evaluated algorithms.

4.1 Results – Faceted Scoring

4.1.1 Accuracy

Method. We use the following four-fold cross-validation setup to measure accuracy [3, 4, 8]. The available playlists are split into training and test sets. As usual, the algorithms learn their models on the training sets. From each playlist in the test set, we hide the last track (resulting in a history h) and let the algorithms recommend playlist continuations, i.e., predict the hidden track. A “hit” is registered whenever the generated top-n list contains the hidden element. Therefore, the hit rate is the fraction of playlists in the test set for which the hidden track was found. Beside the hit rate, we report the Mean Reciprocal Rank (MRR) measure, which takes the position of the hit into account.

Results. Table 3 shows hit rate and MRR at list length 100. Determining the accuracy for this list length gives us flexibility in setting the size of the Exchange Set later on. Note in addition that top-n lists of this and even much larger sizes are common in this domain [3, 4, 8]. The lowest and highest values are marked in light gray (lowest) and a bold font and a dark gray background (highest) respectively.

As expected, kNN300 has a competitive performance compared with the other baselines and recommending the most popular tracks to everyone can sometimes be a better strategy than using noisy tags alone (Content). The highest accuracy across all three datasets can be achieved by combining kNN with the personalized content-based algorithm from Section 2.2.3 and the artist heuristic from Section 2.4 (kNN300CPA). The differences between the best performing hybrid method and the kNN baseline method are statistically significant on both measures and all three datasets. The results therefore indicate that different signals (track usage patterns, social annotations and personal long-term preferences) in combination with specific heuristics should be used to obtain high accuracy. While kNN300CPA consistently works best in absolute numbers, the differences to the second-best method for individual datasets and measures are not always significant.

Combining kNN with the numerical features from Section 2.2.2 (release year, tempo and loudness) can in some cases lead to modest accuracy improvements. On AotM, playlist creators seem to pay attention to aspects like a consistent loudness level in the playlists, which explains the improvement of kNN300LD over kNN300. For the other datasets and music features, no significant difference is observed when kNN300 is paired with a numerical feature.

The results so far show that combining different scores can help to increase the accuracy. In the next set of measurements, we assess if the combination of scores also impacts other possible quality factors like diversity and coherence of the playlist continuations, which are in the focus of the subsequent optimization process.

4.1.2 Diversity and Coherence - Tags and Artists

Method. Our first method to assess the diversity and coherence is based on the artists and the social tags of the tracks. We use the inverse ILS to quantify the diversity level and as a proxy – the overlap of artists and tags in the history and the playlist continuation to assess the coherence level.

Results (Tags). Table 4 shows the results for the diversity and coherence in terms of social tags. We can observe that the similarity-based methods (Content, ContentPers) by design lead to the lowest diversity (highest homogeneity). The most diverse (inhomogeneous) playlists were generated by the popularity-based method and the nearest-neighbor approach kNN300. Combining the kNN method with content information and the single-artist heuristic in kNN300CPA – the most accurate method – leads to values between these extremes and comparably high homogeneity.

kNN generally leads to good coherence results in terms of the tags. Adding the single-artist heuristics can help to further increase the coherence significantly for Last.fm and AotM. This indicates that tracks by the same artist receive the same tags (e.g., genres, album name), which is supported by the fact that CAGH also leads to high coherence. The content-based recommendations are homogeneous in themselves, but the overlap with the playlist beginning is comparably low. The most accurate kNN300CPA method yields comparable or slightly less coherent lists than kNN alone.

Results (Artists). Table 5 shows the artist diversity and coherence. The “greatest hits” methods (SAGH, CAGH) by design lead to the lowest diversity and PopRank to the high-

---

7 Setups with more than one hidden track are possible. Another possible measure would be the “Average Log-Likelihood” [14]. We will not use it here because of the limitations discussed in [4].

8 Tracks allows two songs from any artist per playlist. Thus the artist heuristic has no effect on the accuracy of kNN300CPA vs. kNN300CP.

9 We only include the most relevant algorithms here and not hybrids which are optimized toward other goals like, e.g., kNN300RY.

10 This is similar to the tendency of the commercial playlister of “The Echo Nest”, which generates lists with lower diversity than kNN [10].
est diversity. All kNN-based methods exhibit a tendency to place a mix of different artists in their lists. The content-based method leads to varying results. Sometimes, the artist diversity is higher than kNN (Last.fm), sometimes it is equal or lower (AotM, Stacks). This phenomenon depends on the absolute diversity level achieved by the kNN method, which is comparably low for Last.fm, where users often only include popular tracks of a few artists in their playlists. The hybrid methods kNN300CP and kNN300CPA often lead to an even lower diversity than their components alone, which means that the individual components select tracks from an overlapping set of artists.

**Discussion.** Due to its hybrid nature the highly-accurate kNN300CPA method creates more homogeneous playlists than the pure kNN method in terms of artists and tags. At the same time, the playlist continuations generated by kNN300CPA are often less coherent than when using kNN alone, except for the Last.fm dataset. One possible explanation can be that the social tags used for tracks in the AotM and Stacks datasets are more often related to the genre or mood and not to the artists. The content-based component would then push tracks that have the same genre but not necessarily the same artists as the history. In addition, the fact that the social tags for all datasets were obtained via the Last.fm API leads to a more sparse data situation for the other datasets.

**4.1.3 Diversity and Coherence - Numerical Features**

**Method.** For numerical features like the tempo, we analyze the effects of combining the kNN method with the respective scoring component, e.g., kNN300TMP. Specifically, we measure the difference between the mean value of the given feature in the history and the generated playlist. To be successful, a method like kNN300CPA should result in smaller differences than when using kNN alone, i.e., the resulting playlist should match the tempo of the history better. Besides the mean value, we also report the change of the differences in the standard deviations to see if the distribution of the feature matches the history.

**Results.** Figures 1a to 1c show the results for the features tempo, loudness and release years. Across all dimensions and on all datasets, including a corresponding scoring component (significantly) helps to make the playlist continuation – in terms of mean – more coherent with the recent history than when using only the kNN scorer. At the same time, as shown in Table 3, adding the specific scoring method can furthermore often help to slightly increase the accuracy.

The observations for the standard deviations (Std) are varying. The “error” for the release years and the loudness decreases – which means that we better match the feature’s distribution in the history – or roughly remains the same. However, with respect to the tempo, we see that while the tempo scorer can better adapt to the average tempo, it varies more strongly than when we simply use the kNN method.

**4.2 Results – Next-Track Optimization**

**Method.** We applied the next-track optimization to the recommendations obtained with kNN300CPA, i.e., the approach with the best accuracy. Our goal is to analyze (a) if our method is effective in adapting the top-10 next-track list to the recent history and (b) how the adaptation affects the accuracy compared to kNN300CPA without optimization. The first aspect is assessed by measuring if the resulting playlists are “closer” to the history in different quality dimensions before and after optimization. For the latter aspect, we measured the accuracy before and after optimizing the result of kNN300CPA using Algorithm 1, this time at list length 10 to see possible effects for the immediate next

---

**Table 5: Artist diversity and coherence.**

<table>
<thead>
<tr>
<th>Playlist Algorithm</th>
<th>Artist (inv. ILS overlap)</th>
<th>Mean</th>
<th>Std</th>
</tr>
</thead>
<tbody>
<tr>
<td>PopRank</td>
<td></td>
<td>0.817</td>
<td>0.009</td>
</tr>
<tr>
<td>SAGHI</td>
<td></td>
<td>0.251</td>
<td>0.021</td>
</tr>
<tr>
<td>CAGHI</td>
<td></td>
<td>0.319</td>
<td>0.050</td>
</tr>
<tr>
<td>kNN300</td>
<td></td>
<td>0.496</td>
<td>0.042</td>
</tr>
<tr>
<td>Content</td>
<td></td>
<td>0.614</td>
<td>0.028</td>
</tr>
<tr>
<td>ContentPers</td>
<td></td>
<td>0.619</td>
<td>0.051</td>
</tr>
<tr>
<td>kNN300ART</td>
<td></td>
<td>0.418</td>
<td>0.050</td>
</tr>
<tr>
<td>kNN300CP</td>
<td></td>
<td>0.453</td>
<td>0.043</td>
</tr>
<tr>
<td>kNN300CPA</td>
<td></td>
<td>0.385</td>
<td>0.051</td>
</tr>
</tbody>
</table>

**Figure 1:** Effects of combining the kNN-score with the scoring components for numerical feature.
tracks. We tested several individual and combined optimization goals and again applied four-fold cross-validation.

**Results (AotM).** The detailed results obtained for a set of selected configurations for the AotM are shown in Table 6

<table>
<thead>
<tr>
<th>Target</th>
<th>ART</th>
<th>TAG</th>
<th>GNR</th>
<th>POP</th>
<th>Ry</th>
<th>TMP</th>
<th>LD</th>
<th>Accuracy@10</th>
<th>HitRate</th>
<th>MRR</th>
<th>Absolute accuracy@10</th>
</tr>
</thead>
<tbody>
<tr>
<td>ART</td>
<td>21</td>
<td>-0.2</td>
<td>-18</td>
<td>10</td>
<td>-0.4</td>
<td>-0.3</td>
<td>-0.6</td>
<td>-0.03</td>
<td>0.04</td>
<td>0.072</td>
<td>-0.044</td>
</tr>
<tr>
<td>TAG</td>
<td>16</td>
<td>-0.03</td>
<td>19</td>
<td>16</td>
<td>-0.02</td>
<td>-0.6</td>
<td>-0.2</td>
<td>-0.02</td>
<td>0.05</td>
<td>0.029</td>
<td>-0.013</td>
</tr>
<tr>
<td>GNR</td>
<td>28</td>
<td>0.4</td>
<td>33</td>
<td>12</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.7</td>
<td>-0.25</td>
<td>0.07</td>
<td>0.030</td>
<td>-0.003</td>
</tr>
<tr>
<td>POP</td>
<td>20</td>
<td>-0.01</td>
<td>01</td>
<td>35</td>
<td>-0.7</td>
<td>-0.6</td>
<td>-0.6</td>
<td>-0.06</td>
<td>0.06</td>
<td>0.060</td>
<td>-0.002</td>
</tr>
<tr>
<td>Ry</td>
<td>-0.1</td>
<td>0.03</td>
<td>-0.01</td>
<td>19</td>
<td>-0.2</td>
<td>-0.9</td>
<td>-0.1</td>
<td>-0.19</td>
<td>0.08</td>
<td>0.070</td>
<td>-0.019</td>
</tr>
<tr>
<td>TMP</td>
<td>0.1</td>
<td>-0.02</td>
<td>-0.1</td>
<td>11</td>
<td>-0.8</td>
<td>-0.4</td>
<td>-0.7</td>
<td>-0.16</td>
<td>0.09</td>
<td>0.063</td>
<td>0.006</td>
</tr>
<tr>
<td>LD</td>
<td>-0.1</td>
<td>0.02</td>
<td>00</td>
<td>11</td>
<td>-0.8</td>
<td>-0.4</td>
<td>-0.7</td>
<td>-0.16</td>
<td>0.09</td>
<td>0.063</td>
<td>0.006</td>
</tr>
<tr>
<td>C</td>
<td>22</td>
<td>0.01</td>
<td>22</td>
<td>30</td>
<td>0.01</td>
<td>-0.0</td>
<td>-0.9</td>
<td>-0.06</td>
<td>0.06</td>
<td>0.055</td>
<td>0.001</td>
</tr>
</tbody>
</table>

The authors employ a multi-objective linear optimization technique, where each goal is optimized independently. However, it is observed that optimizati

7 In the first column, we list the evaluation goal(s), e.g., artist (ART) or tag (TAG) diversity, or popularity (POP). In the following seven columns, we report the relative improvement of the deviation from the history with respect to the baseline method kNN300CPA. The value "27%" in the upper-left corner therefore means that after optimization for artists, the resulting playlist was 27% closer to the history (i.e., a better continuation) in terms of artist diversity than the playlist generated by the baseline method kNN300CPA. The last four columns refer to the relative change in accuracy and the absolute accuracy values after optimization.

The value "28%" in the first row means that optimization not only helped to better match the artist diversity, but also led to a 28% improvement in the hit rate (HR).

In the first seven lines of Table 6, we report the results of single-goal optimization for the AotM dataset. All individual optimizations were (significantly) effective, which can easily be seen as all values on the diagonal are positive. The improvements range from 17% (tag diversity) to 35% (track popularity). Regarding the accuracy results we can observe for all single-goal optimizations except the tempo that the optimization did not negatively impact accuracy. In contrast, the optimization in fact led to relative improvements both in terms of the hit rate (between 3 and 28%) and the MRR (up to over 100%).

Optimizing for tempo in the playlist continuation is effective to reduce the deviation by 31%, but led to a modest relative degradation of the hit rate and the MRR (6% and 1%). Some of the single-objective optimizations furthermore have some side-effects, for instance, they all have a positive effect on the popularity aspect. In addition, the genre, tag, and artist optimization goals seem to be partially correlated.

In the last row of Table 6, we report the results of a multi-objective optimization run. We can observe that the results were improved in all dimensions – although to a smaller extent than with single-objective optimization – and again even helped to improve the accuracy. Other multi-objective combinations are possible, but are sometimes affected by optimization trade-offs and a loss in accuracy.

**Observations - Other datasets.** The results for the non-public 8tracks dataset are in line with AotM. All optimizations were effective and the relative improvements are in nearly all dimensions even stronger than for AotM. The hit rate improvements, for example, ranged between 7.8% and 39% and no negative effects on accuracy were observed.

On the Last.fm dataset, again all single-goal optimizations were effective. With respect to accuracy the effects of optimizing for one goal are in some but not all cases positive. In particular optimizing for the tempo and the loudness can lead to a degradation of the hit rate of up to 16%. The MRR value is also sometimes negatively affected. A trade-off between the goals can be observed for multiple-goal optimizations and therefore not all possible combinations lead to an increase in accuracy.

The conclusion that can be drawn from this phenomenon is that criteria other than tempo and loudness seem to be the driving factors for users of the Last.fm platform when they create their playlists. For the users of Stracks, matching both quality factors seems important; for the AotM

users, an appropriate loudness seems more desirable. The observed differences between Last.fm and the other platforms are somehow expected, as Stracks and AotM are platforms specifically designed for sharing playlists among music enthusiasts who consider various factors during playlist creation as analyzed in [7]. In contrast, users of Last.fm often seem to create recent "personal favorite tracks" playlists to be used by themselves.

5. RELATED WORK

A number of playlist generation techniques have been proposed over the last decade. They base their recommendations, e.g., on track co-occurrences and collaborative filtering, feature similarities and case-based reasoning, Markov models and sequential patterns, and various (discrete) optimization techniques [4]. In our work, we combine an unpersonalized co-occurrence based technique with content information as in [8] but furthermore (a) add personalization and feature-based scores in a weighted approach and (b) apply a post-processing procedure to match the characteristics of the immediate next tracks with the recent listening history.

From the evaluation perspective, we adopt a multi-metric and trade-off based evaluation approach as advised or applied for general and music-specific recommendation scenarios, e.g., in [1, 9, 11, 18], or [21]. In contrast to previous works, we however do not assume a "globally" desired level of diversity, novelty, or serendipity but aim to match the playlist continuation with the characteristics of a given listening history while maintaining accuracy.

Regarding our re-ranking approach, the work presented in [1] is similar to ours in that it tries to re-rank the first n items of an accuracy-optimized list in a way to increase or balance other quality factors. Their work however focuses on one single factor, "aggregate diversity", and aims to push items from the long tail. Diversity optimization – this time based on the ILS – was also done in [5] and [22] using techniques that reorder the recommendations based on their dissimilarity to each other. In [20], a binary optimization problem is used to model the trade-off between accuracy and diversity.

Our approach can be used to achieve similar goals. It is however more generic in the sense that it is not limited to diversity-based measures and can deal with multiple goals at a time. Furthermore, we aim to match the diversity level of a given set of tracks or an individual user.

A comparable individualized “per-user” optimization technique for numerical quality factors was introduced in [9].
approach to re-rank the whole recommendation list by changing relevance scores of a baseline algorithms. Like our next-track optimization, the baseline algorithm is exchangeable, it however requires the existence of scores which might not be available if the underlying technique optimizes a rank measure as in learning-to-rank approaches. Furthermore, the focus of [9] lies on promoting long tail recommendations and does not cover aggregate measures. Finally, our re-ranking technique can be configured to exchange elements greedily from a comparably small exchange set $x_m$, thereby leading to a limited computational complexity.

In [21], music tracks are recommended by combining multiple algorithms through rank interpolation. Similar to our faceted scoring method, their goal is to increase the recommendation accuracy as well as other factors like novelty, diversity and serendipity. However, their main focus lies on creating more serendipitous recommendations and the technique is not based on exchangeable baseline methods but implements the optimizations inside the algorithms. In addition, their method aims to achieve globally defined quality levels whereas in our work we try to minimize the difference between the playlist history and the immediate next tracks.

6. CONCLUSIONS

Playlist generation is a special form of music recommendation which is particularly challenging as the recommended items are immediately "consumed", sequentiality and homogeneity aspects can be important, and the choice of a few wrong tracks within the sequence can easily be detrimental to the perceived service quality as a whole.

In our work, we have proposed a new multi-aspect scoring scheme which combines patterns in existing playlist with meta-data features and personal user preferences to achieve higher accuracy and, if desired, higher homogeneity than previous approaches. A post-processing procedure can furthermore help to match the characteristics of the playlist continuation with the most recent listening history. In our ongoing work we evaluate the application of these procedures to general recommendation settings, where, e.g., the most frequent user ratings are used as representatives for the recent user preferences to which the next item recommendations should be adapted. Conducting a user study to evaluate our approaches in terms of the perceived quality of the playlists and user satisfaction is part of our future work.
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