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ABSTRACT 
We investigate the problem of item recommendation during 
the first months of the collaborative tagging community Ci­

teULike. CiteULike is a so-called folksonomy where users 
have the possibility to organize publications through anno­
tations - tags. Making reliable recommendations during the 
initial phase of a folksonomy is a difficult task, since infor­
mation about user preferences is meager. In order to im­
prove recommendation results during this cold start period, 
we present a probabilistic approach to item recommenda­
tion. Our model extends previously proposed models such 
as probabilistic latent semantic analysis (PLSA) by merging 
both user-item as well as item-tag observations into a unified 
representation. We find that bringing tags into play reduces 
the risk of overfitting and increases overall recommendation 
quality. Experiments show that our approach outperforms 
other types of recommenders. 
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H.4 [Information Systems Applications]: Information 
Search and Retrieval 
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1. INTRODUCTION 
Recommender systems have become an integral part of 

almost every Web 2.0 site, allowing users to easily discover 
relevant content. Many social tagging communities, such as 
CiteULike1 , Delicious2 and Bibsonomy3, use recommenda­
tion techniques as part of their service. These communities, 

1http://www.citeulike.org/ 
2http://delicious.com/ 
3http://www.bibsonomy.org/ 
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generally referred to as folksonomies, give users the possi­
bility to annotate items with freely chosen keywords (tags) 
for easier content retrieval at later points in time [14]. Most 
of these folksonomy systems recommend suitable tags when 
a user tags a new item. 

In this paper we consider a problem all new folksonomy 
websites and services offering recommendations encounter – 
the cold start phase, during which recommendations have 
to be made based on very little historical data. During 
this phase, the similarities between items are hard to calcu­
late as the user-item graph is sparsely, if at all, connected. 
However, when turning to tags, we find a higher connectiv­
ity. Our objective is to increase the quality of item recom­
mendations during this cold start phase by utilizing item-
tag co-occurrences in conjunction with their user-item co­
occurrence counterparts. By doing so, we improve standard 
collaborative filtering models by considering user-given an­
notations, i.e. tags. 

Probabilistic latent semantic analysis (PLSA), as intro­
duced by Hofmann in [8], is known for improving recom­
mendation quality in different settings [1]. PLSA assumes a 
lower dimensional latent topic distribution of the observed 
co-occurrences. These latent distributions group similar 
items together. We use an extended model of the hybrid 
PLSA recommender described in [15]. Our recommender 
derives the latent topic distribution from user-item and item­
tag co-occurrences in parallel. Furthermore we extend this 
model to cope with known issues related to overfitting. 

We perform our evaluation on a subset of the CiteU-
Like dataset. CiteULike is a service allowing users to 
share, organize and store scholarly papers by assigning tags. 
Daily snapshots of the CiteULike dataset are made available 
through the official website4 . Since we are only interested in 
the startup period of recommendation systems we carry out 
our experiments on the first 12 months of the available data, 
starting on day one - when the first document was tagged 
on November 4, 2004. For comparison we also present how 
our model performs after 24 months, which corresponds to 
a point in time when CiteULike had become an established 
service. Our results clearly show that our Hybrid PLSA 
(HyPLSA) model produces higher quality recommendations 
during the cold start period compared to other models. Ad­
ditionally we find that our approach performs well when the 
dataset has grown significantly in size, although these im­
provements are not as significant as the ones during the cold 
start period though. 

4http://www.citeulike.org/faq/data.adp 
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1.1 Related Work 
Recommender systems can be divided into three main cat­

egories; collaborative filtering-based, content-based, and so­
called hybrid systems which combine both. Collaborative fil­
tering approaches base their recommendations solely on co­
occurrence observations between users and items. Content-
based ones, as the name suggests, derive their similarities 
based on content, i.e. term distributions etc. Hybrid sys­
tems utilize data from both of these models. In folksonomies 
tags tend to reflect the content of the tagged item [2], thus 
even if we do not consider the actual item content itself, 
we group tag-based recommender system together with the 
content-based ones. 

The authors of [15] present a hybrid approach to item rec­
ommendation in collaborative tagging communities based on 
PLSA in which they exploit tags to improve recommenda­
tions on very large datasets. 

Since the introduction of PLSA by Hoffman in [8] it has 
shown to perform very well in a wide area of topics, among 
others it continues to outperform multiple other recommen­
dation and decomposition algorithms [1,16]. A drawback of 
PLSA is that it does not necessary converge to the global 
optimum [5]. One way to overcome any effects that may 
arise from this is presented in [3, 6] where the authors show 
that multiple training cycles for the same test/train splits 
provide for more robust results. 

Past research within the context of recommendation in 
folksonomies has, until recently, been focused on tag rec-
ommendation [7, 13]. We apply our extended HyPLSA ap­
proach on the task of item recommendation instead. 

Another successful approach to recommendation within 
folksonomies is the FolkRank algorithm introduced by the 
authors of [10], we use this algorithm as a comparison to our 
approach. 

The remainder of this paper is structured as follows. In 
Section 2 we present the algorithms utilized in our exper­
iments followed by a description of our tests, dataset and 
experimental setup in Section 3. We present our results in 
Section 4 and draw final conclusions in Section 5. 

2. ALGORITHMS 
In the following section we describe our HyPLSA approach 

which is an extended version of the one presented by the 
authors of [15]. 

2.1 Model fusion using PLSA – HyPLSA 
Hotho et al. [9] describe a folksonomy as tripartite graph 

in which the vertex set is partitioned into three disjoint sets 
of users U = {u1, ..., ul}, tags T = {t1, ..., tn} and items I = 
{i1, ..., im}. In [15] Wetzker et al. simplify this model into 
two bi-partite models; the collaborative filtering model IU 

built from the item user co-occurrence counts f(i, u), and the 
annotation-based model IT analogously derived from the co­
occurrence total between items and tags f(i, t). In the case 
of social bookmarking IU becomes a binary matrix (f(i, u) ∈ 
{0, 1}) since each user can bookmark a given web resource 
one time only. Given this model, we want to recommend 
the most interesting new items from I to user ul given his 
or her item history. 

The PLSA aspect model associates the co-occurrence of 
observations with a hidden topic variable Z = {z1, . . . , zk}. 
In the context of collaborative filtering, an observation cor­

responds to the bookmarking of an item by a user and all ob­
servations are given by the co-occurrence matrix IU . Users 
and items are assumed independent given the topic variable 
Z. When applying the aspect model, the probability of an 
item that has been bookmarked by a given user can be com­
puted by summing over all latent variables Z: 

P (im|ul) = P (im|zk)P (zk|ul) (1) 
k 

For the annotation-based scenario we assume the set of hid­
den topics to be the same as in the item tag co-occurrence 
observations given by IT . In compliance with (1), the con­
ditional probability between tags and items can be written 
as: 

P (im|tn) = P (im|zk)P (zk|tn). (2) 
k 

Following the procedure in [4], we can now merge both mod­
els based on the common factor P (im|zk) by maximizing the 
log-likelihood function: 

L = α f(im, ul) log P (im|ul) 
m l 

+(1 − α) f(im, tn) log P (im|tn) , (3) 
n 

where α is a predefined weight for the leverage of each two­
mode model. Using the expectation-maximization (EM) al­
gorithm [4] we subsequently perform maximum likelihood 
parameter estimation for the aspect model. During the ex­
pectation (E) step we begin with calculating the posterior 
probabilities: 

P (im|zk )P (zk|ul)
P (zk|ul, im) = 

P (im|ul) 

P (im|zk)P (zk |tn)
P (zk|tn, im) = , 

P (im|tn) 

and then re-estimate parameters in the maximization (M) 
step according to: 

P (zk|ul) ∝ f(ul, im)P (zk|ul, im) (4) 
m 

P (zk|tn) ∝ f(tn, im)P (zk|tn, im) (5) 
m 

P (im|zk) ∝ α f(ul, im)P (zk|ul, im)
 
l
 

+(1 − α) f(tn, im)P (zk|tn, im) (6) 
n 

Based on the iterative computation of the above E and M 
steps, the EM algorithm monotonically increases the likeli­
hood of the combined model on the observed data. Using 
the α parameter, our new model can easily be reduced to 
a collaborative filtering, or annotation-based model, simply 
by setting α to 1.0 or 0.0 respectively. 

Because of the random initialization of the EM algorithm 
utilized by PLSA, we employ an averaging approach to re­
duce any effects possibly caused by local maximum optimiza­
tions. Thus, following Equation (1), we repeat Equations (4) 
to (6) n times for every recommendation and average the 
probabilities obtained from Equation (1). Our contribution 
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to the model is presented in Equation (7), where the final, 
averaged, probability is given. 

Pn(im|ul)
P̄ (im|ul) = n (7) 

n 

We can now recommend items to a user ul weighted by 
the probability P (im|ul) from Equation (7). For items al­
ready bookmarked by the user in the training data we set 
this weight to 0, thus they are appended to the end of the 
recommended item list. 

3. EXPERIMENTS 
We conduct our experiments on the CiteULike dataset, 

these experiments are described next. 

3.1 Dataset 
The CiteULike bookmarking service provides daily snap­

shots of their data for research purposes. At the time of 
writing the overall dataset consisted of roughly 53 months 
of data. As noted earlier we are only interested in the initial 
phase of the service and therefore limit our analysis to the 
first 24 months, focusing on the first 12. 

CiteULike was chosen as the experimental dataset because 
it is a well known real-world folksonomy and has been ex­

3.2 Experimental setup 
To create test and training sets for our algorithms, we 

split each monthly snapshot in two. For all users who had 
bookmarked at least 5 items in the current snapshot, we se­
lected 80% of their items as the training set. The remaining 
items were consequently used for testing. We then trained 
all recommender types on the training sets and evaluated 
their performance on the test sets. The relatively small size 
of the dataset allowed us to optimize parameters through a 
brute force approach. Evaluation measures were averaged 
over all users in 10 independent test runs. 

4. RESULTS 
We evaluate the performance of each recommender with 

the well known and widely used precision at 10 measure 
(Prec@10). Other evaluation measures, such as mean aver­
age precision (MAP), area under curve (AUC)and F1 score 
(F1), showed similar results. 
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perimented on by numerous others [11,12,17]. 
We started by removing all users who had bookmarked 

less than 20 items as well as items and tags that occurred 
only once. We then created monthly snapshots where each of 
the snapshots accumulated all previous tagging events. By 
doing this we were able to simulate a growing folksonomy 
over time. 

Figures 1(a), 1(c), 1(b) and 2 show some characteristics 
of our dataset. 
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Figure 3: Prec@10 values for the item recommen­
dation task on the CiteULike dataset plotted per 
month. The number of latent topics (k) is set to 80 
for the purely annotation-based PLSA recommender 
(α = 0.0) and to 10 for the purely collaborative ver­
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 fier and the FolkRank recommender presented by 

Hotho et al. [10]. The results of the combined Hy-
PLSA approach are seen in the topmost line, the 
parameters α and k where set to 0.1 and 80 respec­

(a) at 3 months. (b) at 12 months. (c) at 24 months. 

Figure 1: Users and tags plotted against the number 
tively. 

of items they are connected to. 

Figure 3 shows the Prec@10 values for the HyPLSA 
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Figure 2: Accumulated number of items, tags, users, 
tag assignments and bookmarks of our data per 
month 

mend increases, the precision values decrease. Nevertheless, 
the HyPLSA approach delivers significantly better results 
than the other evaluated approaches. 

Figure 4 shows a figure similar to Figure 3, this time with 
Prec@10 values plotted against the number of items in the 
dataset, confirming the observation made earlier. 

In Figure 5 we present the relative improvements in pre­
cision of the HyPLSA approach plotted against the other 
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Figure 4: Prec@10 values for the same scenario and 
value as in Figure 3 plotted against the number of 
items in the dataset. 

can be traced back to Figure 1(a) where we clearly see the 
differences in density in the user domain when comparing 
Figure 1(a) to Figures 1(b) and 1(c). At best our approach 
improves precision values roughly tenfold compared to the 
baseline MP recommender and twice as well as the FR rec­
ommender. As expected the improvement is highest in the 
first couple of months and slowly decreases (for MP and FR) 
or stabilizes (for CF) as the dataset grows. Comparing to 
the tag-based approach, the improvement is not as distinct 
as in the case with other recommenders. Relative improve­
ments are in the order of 2−25% during first seven months, 
decreasing in the long run. 

These results confirm the notion that, for a small dataset, 
the number of user-item co-occurrences is too low to allow 
a collaborative filtering recommender to make good predic­
tions. Tags and tag-item co-occurrences, on the other hand, 
provide higher item-item similarities as tags are more abun­
dant and contain contextual information about the items. 
Therefore tags provide for recommendations on a finer level 
of granularity. 
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Figure 5: The relative improvement of the proposed 
HyPLSA recommender compared to the other ex­
plored ones. The higher the line, the bigger the 
improvement. 

5. CONCLUSIONS 
We have shown that tags improve the quality of item rec­

ommendation during the cold start period of a folksonomy. 
This is due to the fact that tags offer denser, more detailed 
item information than usage patterns do. 

Furthermore we have presented a hybrid probabilistic ap­
proach that combines user and tag similarities in order to 
boost recommendation quality. The recommendation qual­
ity improvement created by using this approach peaks dur­
ing the cold start period, although the approach continues 

to provide for better recommendations as the size of dataset 
increases. We believe that the reason for the relative im­
provement being higher in the beginning can be traced back 
to the pattern seen in Figures 1(a) to 1(c) where we initially 
see a very much higher density in tag usage compared to 
usage patterns. As the tag usage pattern density becomes 
more and more similar to the tag density the recommenda­
tion results of all PLSA (tag, CF and HyPLSA) approaches 
become similar. 
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[9] A. Hotho, R. Jäschke, C. Schmitz, and G. Stumme, 
‘Information retrieval in folksonomies: Search and 
ranking’, in ESWC, pp. 411–426, (2006). 
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